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1.8ystem Configuration

In February 1992 National Institute for Environ-
mental Studies(N1ES) instailed the §X-3 system,a SX-
3/14 with the cperating system SUPER-UX. Fig.1
shows the system configurations with the SX-3 and the
other central machines; SUN Server4dd, SGI Power
4D/310GTX, SGI Power 41/35TG. The network is
based on a FDDI backbone ring connecting the Ulira-
Net with CISCO router. A LANP and Ultra Hub are

“used to attach the SX-3 to the FDDI.

NIES’s $X-3 provides a peak vector performance of

5.5 GFLOPS, and has the following features:

s 1 Gbytes of main memory

* 3 Gbytes of extended memory

+ 53 Gbytes of magnetic disk capacity

s 28 Gbytes of high speed magnetic disk capacity
» Ultra Net operated at 800 Mbps.

¢ 790 Gbytes of mass data processing system

The mass data processing system(MDPS8) and the
SX-BackStore system were installed in March 1994.
The MDPS has 525 optical disk units(790GB) and
connects to HIPPI channels. The SX-BackStore is
archival file-storage system of ihe MDPS.

N

2.8X-BackStore -

The SX-BackStore is archival file-storage system.
This system migrates large volumes of file data to
large-capacity, lowcost external storage devices, and
secure {ree space on your file system. Moreover,when
you access migrated files, the data is automatically
recalled({restored) to the ariginal file system, allow-
ing subsequent accesses at high speed. This migra-
tion frecal] function makes optimized allocation of file
date on devices based on the frequency of access of the
data.In addition,job abort due to insufficient space can
be prevented. .

Depending on the user’s operation, the user can
choose the appropriate model from the following two
configuration models, or use a combination of the mod-
els.

1. Client Model: In this model, files on the SX
are migrated to the file server’s file system. Be-
cause 3 maximum of 8 recall pracesses can pro-
cess multiple simultaneous recall requests can
be reduced. Any of NFS,{itp,or 1cp can be used
for file data iransfer with another host. If the
file server can do an NFS mount on the SX, any
server from any vendor is usable(Fig.2).
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2. Server Mcl:del: In this model, files on the SX are
migrated to mass storage devices connected to
the SX(Fig.3).

The SX-BackStare has the follpowing features.

1. With absalutely the same access interface as for
ordinary file systems, there is no need to modify
programs and applications. Moreover,because
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you are using now, .

2. When free space drops below a defined thresh-
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out when the file is closed. This prevents sud-
den loss of Iree space when large recalls accur. Fig.4 Usage of Sassion
3. Commands are provided to execute migration ’
and items such as the time of execution and files
affected can be set optionally. By appropriately
setting these parameters, users can aloso effect
periodic file backups. ~ 00
3.Usage of the SX-3
The usage of the SX-3 resources is monitored and 80
controlled through user administration activities like ®
account application processing, user accounting, etc. 60 g
Fig.4 and Fig.5 show the session time and cpu time é
usage fram JULY 1995 to JUNE 1?96. 40 g
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	1. Climate Modeling
	・　Uitra-high resolution modeling of the tropical air sea interactin:Atomspheric part
	・　A Climate Sensitivity Study by Use of a CGCM-On the Oceanic Residual Circulation-
	・　Response of the Atmospheric Angular Momentum and the Length of the Day to the Surface Temperature Increase for an Aqua Planet Model
	・　Mass circulation variations due to seasonal and longer term variations in the middle atmosphere circulation
	・　The study of Ozone Variation with a General Circulation model

	2. Atmospheric and Oceanic Environment Modeling
	・ Study of Basin-Scale Ocean Circulation related to Global Chlorophyll Distribution-Interdecadal Variation-
	・ Develoopment of the Transport，Transformation and Removal Model for Acidic and Oxidative Pollutants in the East Asia
	・ A Study of Modeling of Local CO2 Circulations
	・ Destratification and gravitational circulations causing Aoshio in Tokyo Bay

	3. Geophysical Fluid Dynamics
	・ Experimental study on the three dimensional spherical convections with the parameters of planetary atmospheres
	・ Three-Dimensional Numerical Simulation of Fluid Forces Acting on a Spinning Spfere in a Linear Shear Flow
	・ An Accurate Second-Order Approximation Factorization Method for Time-Dependent Incompressible Navier-Stokes Equation in Spherical Polar Coordinates

	4. Other Research
	・　Structure，Energy，Vibrational Frequencies and Potential Energy Curve of 2，3，7，8-Tetrachlorinated Dibenzo-p-Dioxin:ab initio MO studies
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